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Strategic computing

The Department of Defense Advanced Research Projects
Agency (DARPA ) was formed in the late 19505 to promote
basic research. Indeed, DARPAs Information Processing
Techmigues Office, headed by distinguished computer scien-
tists, has established itself as the principle govermment spon-
sor of computer research at wniversities and industrial
laboratories. Much of this research has been generic in
nature — applicable to a large vaniety of military and non-
military problems. But in October 1983, DARPA launched
a new “Strategic Computing Plan” with the express purpose
of focusing research on specific military applications, Be-
cause of the broad influence that DARPA exercises on the
direction of computer research in this country, such a pro-
nounced shift of purpose deserves public scrutimy. The
authors contend that the Strategic Computing Plan is dan-
gerously misleading, because it blurs the distinction be-
tween straightforward progress in computer science and
mere wishful thinking. The plan’s suggestion that “artificeal
imtelligence"” will enable strategic muclear weapons to be
bhandled almost entirely by computer illustrates the serious
consequences that could result if policy makers begin to
depend upon technological fantasy.

by Severo M. Ornstein, Brian C. Smith and
Lucy A. Suchman

N THE 1940s, atomic physics was about 25 years old.

Building on the discovenies of the new field, saentists
were able to produce a weapon more powerful than had
ever before been conceived. In the 19805 computer science
—which also happens to be about 25 years old —has be-
come the cnitical field underlying modern weapon systems.
This 1s not yet widely recognized, When we think of nuclear
weapons, we tend to envision the warheads and the explo-
sions, forgetting about the complex computer technology
that supports the decision to fire the missiles and directs
them to their targets. Computer systems are by now used
throughout the mulitary, for early warming, communica-
tions, weapons guidance and in the ssmulations with which
targets are selecred and bardes planned.

DARPA's Serategic Compuning Plan aims to develop a new
generation of computing technology for military applica-
tions, The plan initiates a fiveyear, S600 million program,
and there s good reason to believe that this is just the begin-
ning. The proposal contains plans for developing an under-
lying technology base of new hardware and software, The
hardware emphasis will be on microelectronics and mult-
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processor architectures, from which the Agency hopes to
obtain at least a thousand-fold increase in net computing
power. The software component focuses on artificial intel-
Igence — particularly on what i1s known as expert systems —
to provide machines with “human-like, intelligent capabili-
ties” including natural language understanding, vision,
speech and various kinds of automared reasoning.!

On top of this technology base, three specific military
applications are to be developed. For the Army, the plan
proposes a class of “autonomous vehicles,” able not only
to move around independently, but also 1o “sense and inter-
pree their environment, plan and reason using sensed and
other data, inmtiate actions to be taken, and communicate
with humans or other systems.” For the Air Force, the sugges-
tion s a “pilot’s assocate™ to aid aircraft operators who are
“regularly overwhelmed by the quantity of incoming data
and communications on which they must base life or dearh
decisions,” in tasks ranging from the routine to those that
are “difficult or impossible for the operator altogether™ and
require the “ability 1o accept high-level goal starements or
task descripuions.” Finally, the Navy s offered a “battle
management system,” “capable of comprehending uncertam
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data to produce forecasts of likely events, drawing on pre-
vious human and machine expenence to generate potennial
courses of action, evaluating these options, and explaining
the supporting ranionale.” These three applications are in-
tended to illustrate the power of the technology; we are also
asked to imagine “completely autonomous land, sea, and
air vehicles capable of complex, far-ranging reconnaissance
and attack missions.”

Two facrs stand our:

® The Strategic Computing Pan proposes the use of arti-
ficial intelligence technology in military systems in order
1o provide a radically new kind of flexibility and adaptive-
ness. Referring repeatedly to the increasing speed and un-
predictability of modern warfare, the plan promises that
compuring technology can be developed capable of adape-
ing to “unanticipated enemy behavior in the field™ This
will require “a new generation of military systems” thar
could “fundamentally change the nature of future conflicts”
The change involves both increasing the amount of compu-
tation and enlarging its role to include automation of mili-
tary decision-making.

® There are specific proposals about how to direcr com-
puter science research, Rather than letting researchers follow
their own course, the plan aims o focus them on military
objectives. Vanous mechanisms are suggested to do this,
such as a close coupling of fundable research goals and mils-
tary needs, adherence to strict development nmetables and
the selection of specific development projects intended to
“pull the technology-generation process” {The Army, Navy
and A, projects cited above are the first examples.)

In assedsing the Strategic Compuring Plan, our concern
is not with the underlying rechnology base or with milicary
projects as such. Nor do we question the power of arnficial
intelligence as a new and important technology. Our con-
cern 18 that increased reliance on artificial mtelligence and
automated decision-making in critical military situations,
rather than bringing greater security, leads in an extremely
dangerous direction. Specifically, the plan creates a false
sense of security in the minds of both policy-makers and
the public. Like all computer systems artificial intelligence
systems may act inappropriately in unanncipated situations.
Because of this fundamental himit on their rehiability, we
argue against using them for decision-making in situations
of potennally devastating consequence.

Automation and uncertainty

Modern warfare is marked by three interacting wrends:
increasingly powerful weapons; more separation, in both
time and space, berween planning and execution; and a
faster and faster pace. The first means that the consequen-
ces of our actions, intended or unintended, can be greater
than ever before. The second means that we rely on increas-
ingly large, complex and indirect systems for command,
control and communication. The third means that any mus-
calculation can quickly lead to massive ramifications which
are difficult, perhaps impossible, to control. It 15 easy to
see the dangerous potential of the three in combination.

They are all the direct product of rechnological develop-
ments i offensive and defensive weapons systems. And they
have brought us to the situation that we live with now: two
nanons confronting each other with forces that, if un-
leashed, would destrov both in less than an hour

This danger is recognized on all sides; people differ only
in what they think we can or should do about it. But if
anything is universally accepted, it is that the current state
is precanious. And into this situation the Strategic Comput-
ing Plan proposes to introduce artificial intelligence as a
new ingredient:

Improvements in the speed and range of weapons have
increased the rate at which battles unfold, resulting in
a prokiferation of computers 1o aid m mformation flow
and deasion making at all devels of military organiza-
ton. . . . A countervailing effect on this trend is the
rapudly decreasing predictability of miliary sitsations,
which makes compurers with inflexible logic of limited
value. . . . Confronted with such situations, leaders and
planners wall . . . be forced to rely solely on their people
1o respond in unpredscrable suanions. Revolunonary im-
provements in computing technology are required o pro-
vade more capable machine assistance in such unantici-
pated combat stuations. . . . Improvements can resule
only if future computers can provade a new quantum
level of functional capabilities.

Whar this means in plain English is: Faster bartles push
us to rely more on computers, but current computers cannot
handle the increased uncertainty and complexity. This
means that we have to rely on people. But without computer
assistance, people can't cope with the complexity and un-
predictability, either, So we need new, more powerful com-
puter systems,

In observing that increased uncertainty and confusion
are critical problems of modern warfare, the Strategic Com-
puting Plan accepts the situation as inevitable, embracing
arnficial intelligence and automatic decision-making as a
means of coping with it. The deasions to be automated,
furthermore, are not minor; the Plan makes clear that
reliance on automatic systems is meant to include the con-
trol of strategic weapons, For example:

Commanders remain partcularly concerned about the
role thar autonomous systems would play during the
transition from peace 1o hostilities when rules of engage-
ment may be altered quickly. An extremely stressing ex-
ample of such a case s the projected defense against stra-
tegic nuclear missiles, where systems must react so rapid-
ly that it 1 ikely that almost complete reliance wall have
10 be placed on sutomated systems. At the same time,
the complexity and unpredictabilicy of facrors affecting
decrsions will be very great,

The Plan offers no argument 10 warrant this reliance on
auromaric deasion-making. Although computers have con-
tributed to more effective weapon systems and will continue
10 do so, it doesa't follow that we can automate the complex
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processes of assessment and judgment. There is a long and
still unresolved debate within the computer profession
abour whar we should expect of artificial intelligence. But
there is agreement that it is still in 1ts infancy. The first sys-
tems based on the technology are just beginning to be used,
in highly controlled and delimited arcumstances. But the
problem isn't just one of immaturity. Rather, it is that the
Plan expects reliable deasion-making in circumstances
where there may simply be no way to achieve it, with com-
puters or with people.

The limits of reliability

Any computer system, however complex, and whether or
not it incorporates artificial intelligence, 1s limited in the
scope of its actions and in the range of situations to which
it can respond appropriately. This limitation is fundamental
and leads 1o a very important kind of failure in reliability —
beyond the abvious troubles of transistors shorting out or
systems breaking down, Those failures are senous enough
in and of themselves, but there is a much more intractable
kind of failure, having 1o do with limitations of design.
Computers are maddeningly literal-minded; they do exactly
what we program them to do. Unfortunately, except in
trivial cases, we cannot anncipare all the circumstances they
will encounter. The result is that, in unexpected situations,
computers will carry out our oniginal instructions, but may
utterly fail o do what we intended them to do

The ballistic missile warning systems of the United States
(and presumably those of the Soviet Union) regularly give
false alarms of incoming attacks.’ Although most of these
alerts are handled routinely, on a number of occasions they
have triggered the early stages of a full-scale reaction. These
false alerts stem from causes as varied as natural events,
in one case a moonrise, in another a flock of geese; failures
in the underlying hardware, such as a faulty integrated ar-
cuit chip that started sputtering numbers into a message
aboutr how many mussiles were coming over the horizon;
and human errors, such as when an operator mounted a
training tape onto the wrong tape drive, thereby causing
the system to react seriously to what was intended to be
a simulation. The primary insurance against acadents re-
sulting from this kind of failure has been the involvement
of people with judgment and common sense. So far, there
has always been enough time for them 10 intervene and pre-
vent an irretnievable, and perfectly real, “counterattack.”

Despite these lessons, the Strategic Computing Plan pro-
motes the view that the human element in critical decision-
making could be largely, if not totally, replaced by machines,
This would require that computers embody not only “ex-
pert knowledge” but also common sense and practical rea-
soning. Such capabilities, however, are beyond the state of
the are. Expert systems are so called because they capeure
some of the specialized knowledge that an expert has ac-
quired — not because they surpass the abilities of the rest
of us generally. Despite much work, there hasa't been much
progress in automating plain old common sense.

What distinguishes common-sense reasoning is the ability

to draw on an enormous background of experience in the
most unpredictable ways. In directing a friend to your
house, for example, vou don't have to give instructions
abour all the possible things that might happen along the
way: fallen trees, acadents, flat tires. Similarly, if vou were
to say *The city council didn't give the demonstrators a per-
mit because they feared violence,” you would expect your
audience to know “they” refers to the councillors, not to
the demonstrators, The poing is that a vast range of knowl-
edge and experience may be relevant; we never know what
we'll need, or when we'll need it. Nor do we usually even
notice that we are using this background knowledge. These
facrs undermine any attempt to codify common sense and
practical reasoning. Current expert systems don'’t have the
common sense of even a small child,

In terms of their fundamental limitations, artificial intel-
ligence systems are no different from other computer sys-
tems. Computers carry out, with lightning speed and un-
paralleled accuracy, rules that a human programmer has
coded in advance. It is the job of programmers and system
designers to try to anticipate the range of situations that
a computer system will encounter, and o provide recipes
for all the possible actions that it should take in those situ-
ations. This planning is designed so that the computer can
recognize the particular situation that does in fact arise and
select an appropriate response. Because of its great speed,
the computer will typically be able to select a response very
rapidly.

This all sounds very promising. Designers plan carefully
s0 that the computer can respond instantly when it mat-
ters most. And it often works very well, as in the case of
the computers that control the phone system, help to land
arrcraft and provide missile guidance. But the behavior of
the system depends entirely on the structure of the pro-
gram —on how it is put together. Classical computer sys-
tems not only have ngdly pre-specified rules, but put them
together in brittle and inflexible ways. What distinguishes
artificial intelligence and expert systems, and gives them
the “flexibility™ so wouted by the Strategic Computing
Plan, 1s that they facilitate more productive interaction of
the rules. But they continue to rely on the programmer’s
ability to state the rules in advance. And to do so, the pro-
grammer must first develop a conceptual structure appro-
priate to a given problem area.

The rules on which all computer systems are based, in
other words, treat the world as if it were built from a stock
of pre-defined building blocks, assembled in carefully pre-
scribed ways. Aruficial intelligence systems are parncularly
good at dealing with very complex configurations of these
building blocks, often better than more traditional compu-
ter programs. But they are ill-equipped to respond appro-
priately 1o new kinds of blocks. They work best in areas
thar are well understood, highly constrained, predictable
and easily controlled.

In more complex environments, unanticipated events are
liable to trigger anomalous reactions, That is why the radar
reflections off the nsing moon fooled the North American
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Air Defense system; moons were not among the pre-defined
building blocks. The system had no way to say “Oh, ves,
| forgot about the moon,” because it had no common sense
to underlie its set of domain-specific rules. Even worse,
computer systems don't “know™ that they are encountering
an event outside the scope of the assumptions on which
they were built; they merely sort every event into the pre-
specified set of categories. Not only was the moonnse not
recognized as such; it was mistaken for something quite
different,

All complex systems, including artificial intelligence sys-
tems, have to evolve for a substantial period before they
are reliable enough to be used, Any first version will inva-
riably contain flaws, some of which will be obvious as soon
as the system is installed. Other more subtle problems will
surface only after it has been used for some time in a wade
variety of situations. During this evolution, the system
makes many, often serious, errors, some of which require
substannal modifications 1o correct. These errors, further-
more, may interact; the “fix” to one problem will often
introduce another, more subtle problem. In this process,
perfection is never achieved; the best one can hope for is
to reduce to an acceptable level the rate at which new flaws
reveal themselves. The system will then be described as “re-
hable™ and may lead us to a sense of security. Even in the
maost rehable systems, however, residual flaws, although im-
probable, may stll surface with dramatic effects.

The 1965 Northeast power failure demonstrates how a
large system containing hadden design flaws can run trouble-
free for years and suddenly collapse under unexpected ar-
cumstances. In that case the problem stemmed from simul-
tancous lightning strikes affecting separate parts of the sys-
tem. By design, the system tried in each case to absorb the
load elsewhere, causing a series of further overloads that
eventually interacted to bring down the whole Northeast
power grid. On Ocrober 27, 1980, a similar problem in
the nanonwide computer communications nerwork known
as the ARPANET broughr all communication to an abrupt
halt.* While they usually have less dramatic consequences,
such problems arise in all computer systems.

Computer systems that achieve a sufficient level of relia-
bility to be used i real applications do so because they have
been heavily tested beforehand in the laboratory. After be-
ing installed in their particular domain, they are observed,
extended and corrected to meet real-world conditions. No
amount of simulation can replace the testing that comes
from embedding the system in the actual environment for
which it was designed. The reason is strasghtforward: simu-
lated tests exercise exactly those arcumstances that the
designers expect the system to encounter. It is the designers,
after all, who build the smulators, based on the same
understanding of the problem area used to build the system
in the first place. But all expenence with complex systems
indicares that it is the arcumstances we fail 1o anticipate
thar cause the serous problems.

One obvious solution is to provide ways for human ope-
rators to intervene and overnide the default system behavior.

But this too 15 a problem; we just don't know yet how to
build large systems with enough human interactions to
make the combination reliable. Given a person capable of
perfectly adequate performance in a domain without ma-
chine assistance, and a supporting machine capable of ade-
quate performance on its own, the performance of the com-
bined “system” is often quite poor because of problems in
the interaction. Three Mile Island is perhaps the best known
example.

Finally, when a computer system is intended for use
under cnisis conditons, all of the standard problems are
likely to be highly aggravated. The behavior of any system
is only as predictable as the behavior of the people and
technology that make it up. Yet human behavior in situa-
tions of fear and confusion —such as war—is notonously
unpredictable. Systems designed for use in a crisis should
be thoroughly tested before one begins to rely on them. Yet
there is no way that military systems —especially nuclear
systems —can be fully tested in advance; nor can crisis con-
ditions ever be fully simulated. As the Strategic Computing
Program points out, it is the unpredictability of war that
poses the gravest threat.

The myth of technological solutions

If the uncertainry of battle 1s so serious, and if computer
systems are so unreliable, why should the Computing Plan
propose computer technology as a solution? The easiest
explanation seems to be a version of "If we can do it, we
showld do it If there is some possibility that we can build
new military systems, espeaally powerful new computing
systems, we must try to do so.

There are also more subtle answers. Sophisticated arnifi-
cial intelligence systems are scientifically intnguing; they
enable us o explore arcas of human capability in which
we have enormous interest, including those areas that are
relevant to coping with uncertainty. The hope that these
systems could cope with uncertainty is understandable,
since there is no doubt that they are more flexible than tradi-
tional computer systems. Understandable, but wrong, be-
cause n the end the increased flexibility i1s imited by the
same inexorable facts that limit all computer systems,

Over the years, the lure of artificial intelligence has led
to a growing appente for research funding. The appetite,
in turn, has led the professional community to make prom-
ises, many of which have turned out o be more difficult
to fulfill than was anticipated. For example, it was widely
believed in the 19505 that we would soon have fully automa-
tic machine translation, an accomplishment thar still eludes
us. These unfulfilled promises are frequently a combination
of ordinary naivete, unwarranted optimism and a common
if regrettable tendency to exaggerate in scientific proposals,
Shortcomings are often masked by subtle semantic shifts,
When we fail to instill “reasoning™ or “understanding” in
our machines, we tend to adjust the meaning of these terms
to describe what we have in fact accomplished. In the pro-
cess, we obscure the real meaning of our claims for arnficial

intelligence,
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When these claims are taken literally, without appropriate
qualification, they give rise to unrealistic confidence in the
power of the technology. Policy-makers, even those close
to the profession, are not immune to such misconceptions.
Witness the following discussion of Defense Department
research on space-based weapon systems, as reported in the
Los Angeles Tomes on April 26, 1984:

The fireworks began when a panel thar included Robert
S. Cooper, director of the Defense Advanced Research
Projects Agency, George Keyworth, Reagan's scence ad-
viser, and Lt Gen. James A. Abrabamson, director of
the Serategic Defense Initiative, acknowledged thar a
space-based laser system designed 1o cripple Soviet long-
range missiles in thewr *boost’ phase would have to be
triggered on extraordmanly short notice,

To strike the boosters before they deployed their war-
heads in space would require action so fast that it mighe
preciude a decision being made i the White House —
and maght even necessitate a decisson by computer, the
paned said.

Ar that, Sen. Paul E. Tsongas {D-Mass. ) exploded:
Perhaps we should run R2-D2 for President in the 19905,
At least be'd be on line all the ume’”

‘Has anyone told the President that he's out of the dea-
sion-making process? Tsongas demanded.

‘1 certainly haven't, Keyworth said.

Sen. Joseph R, Baden, Jr. (D-Del.) pressed the issue
over whether an error might provoke the Soviers 1o
launch a real attack. "Let’s assume the President himself
were to make a mistake. . . " he sad.

‘Why?' isterrupted Cooper. “We might have the tech-
nology so he couldn’t make a mistake’

0K sad Biden, "You've convinced me, You've con-
vinced me that [ don't want you running this program.

Cooper’s final comment betrays a belief that compurers
are competent to take over critical decisions and might cor-
rect deficencies in human judgment as well. As the discus-
sion shows, common sense suggests that these claims are
implausible, It might have been that common sense was
wrong — that the underlying science had advanced beyond
the layperson's expectations. But we believe that the skep-
wcsm is in face well founded,

To cope with problems of complexity and speed in mod-
ern warfare, the Serategic Computing Plan proposes a quan-
tum leap in computer technology, comparable to the advemt
of nuclear weapons technology in the 1940s. lromically, the
problems arise in part from the very technology that is pro-
posed as a solution. Past attempts to achieve military supe-
riority by developing new technology, rather than increasing
our security, have brought us to the present untenable situa-
ton. The push to develop so-called “intelligent™ weapons
as a way ourt of that situation is another futile attemps 1o
find a technologacal solution for what s, and will remain,
a profoundly human political problem. [
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